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By the time the process of oncogenesis has produced an advanced cancer, tumor cells have undergone extensive
evolution. The cellular phenotypes resulting from this evolution have been well studied, and include accelerated
growth rates, apoptosis resistance, immortality, invasiveness, and immune evasion. Yet with all of our current
knowledge of tumor biology, the details of early oncogenesis have been difficult to observe and understand.
Where different oncogenic mutations may work together to enhance the survival of a tumor cell, in isolation
they are often pro-apoptotic, pro-differentiative or pro-senescent, and therefore often, somewhat paradoxically,
disadvantageous to a cell. It is also becoming clear that somatic mutations, including those in known oncogenic
drivers, are common in tissues starting at a young age. These observations raise the question: how do we largely
avoid cancer for most of our lives? Here we propose that evolutionary forces can help explain this paradox. As
humans and other organisms age or experience external insults such as radiation or smoking, the structure
and function of tissues progressively degrade, resulting in altered stem cell niche microenvironments. As tissue
integrity declines, it becomes less capable of supporting and maintaining resident stem cells. These stem cells
then find themselves in a microenvironment to which they are poorly adapted, providing a competitive advan-
tage to those cells that can restore their functionality and fitness through mutations or epigenetic changes. The
resulting oncogenic clonal expansions then increase the odds of further cancer progression. Understanding
how the causes of cancer, such as aging or smoking, affect tissue microenvironments to control the impact of mu-
tations on somatic cell fitness can help reconcile the discrepancy between marked mutation accumulation
starting early in life and the somatic evolution that leads to cancer at advanced ages or following carcinogenic in-
sults. This article is part of a Special Issue entitled: Evolutionary principles - heterogeneity in cancer?, edited by
Dr. Robert A. Gatenby.
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1. Introduction
1.1. The process of oncogenesis

The evolution of multicellularity created the ability of malignant cel-
lular expansions to disrupt organismal fitness. However, the mecha-
nisms by which cancer arises are yet to be fully understood [1]. Since
Hermann Muller's demonstration that X-rays could induce heritable
phenotypic changes in Drosophila, cancer research has focused on un-
derstanding the origins of mutations and the role they play within tu-
mors [2-4]. Given that cancer biologists frequently focus on
understanding the effects that a mutated gene can have on cell
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behavior, the logical leap is often made that cancer is a disease limited
by mutations [5]. Thus, it is widely accepted that the rate-limiting step
in the process of oncogenesis is mutation incidence, as oncogenic muta-
tions confer cell traits often referred to as the “hallmarks of cancer” [6].
While it is relatively easy to observe and study fully-developed cancers
due to their size, observing early oncogenesis, where cell numbers are
much smaller, has proven challenging. This challenge has largely left
knowledge of the processes that control early oncogenesis at the theo-
retical stage.

1.2. Phenotypes of cancer

Heritable genetic changes, both epigenetic and genetic, can lead to
phenotypic changes in cells. Among transformed cells there are a num-
ber of characteristic changes that often occur, including increased
growth rates, apoptosis resistance, immortality, altered metabolism, in-
creased invasion and immune evasion [6]. The utility of these phenotyp-
ic changes is easy to comprehend for a fully formed cancer, as a
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population of cells that uncontrollably divides while resisting apoptosis
and immune removal would certainly be challenging to eliminate. Yet
the combined functionality of these hallmark changes does little to ex-
plain the early steps in their accumulation, a time in cell transformation
that is difficult to observe in vivo [7,8].

If we consider the characteristic genetic changes in cancer indepen-
dently, their benefit to a cell becomes more challenging to explain [9].
As an example, consider MYC: when overexpressed it can be a powerful
promoter of uncontrolled cell division, yet without accompanying anti-
apoptotic mutations, induces cell death [10,11]. If cell fitness is propor-
tional to the probability that a genotype is maintained in a population,
apoptotic susceptibility will likely lower overall cellular fitness levels.
There is abundant evidence that oncogenic mutations in healthy tissues
frequently reduce cell fitness, often by increasing apoptosis susceptibil-
ity or by reducing self-renewal [12]. Without considering the environ-
mental context in which oncogenic mutations occur, it becomes
difficult to rationalize how an otherwise detrimental mutation would
not lead to the loss of the cell clone.

1.3. Current theory to explain cancer development

There is a long history of attempts to explain oncogenesis solely
through increased cell division rates or mutation rates [2,3,13-15].
These studies have largely focused on mutation incidence, and contrib-
ute to the Somatic Mutation Theory (SMT) of cancer to explain the en-
tire process of oncogenesis [16-19]. SMT works under the assumption
that oncogenic mutations generally improve cell fitness and contribute
to oncogenesis. If oncogenic mutations are typically beneficial to a cell,
then transformation could just be a game of chance, where a cell is
awaiting the right oncogenic mutations at the right time [14,20,21].
With a low enough mutation rate, these oncogenic mutations could be
rare enough to delay cancer incidence by many decades in humans,
and thus fit empiric observations of cancer incidence [22,23]. However,
by ignoring the context-dependent nature of mutations, SMT struggles
to explain a number of highly relevant observations.

As a mutation focused theory, SMT is insufficient to explain the sim-
ilar cancer incidence rates observed in organisms of disparate sizes [24-
26], or why, while most mutations occur early in life during ontogeny,
cancers usually do not arise until late in life [27,28]. In addition, in
humans, with large pools of dividing cells, known mutation rates should
make oncogenic mutations relatively common [29,30]. While there is no
doubt that mutation incidence is necessary for tumorigenesis, it seems
increasingly unlikely that it is sufficient for initial tumor formation.
This begs the question of what other factors are limiting oncogenic clon-
al expansions, proportionally increasing the risk of subsequent cancer
development.

1.4. Evolutionary theory and early oncogenesis

As we know from evolutionary theory, random heritable phenotypic
variation is acted upon by selection, such that allele frequencies within a
population change based on their fitness in a particular environmental
context. When an organism carries genetic changes that result in a phe-
notype that is beneficial within a particular environment, that organism
will be more competitive, more likely to reproduce, and the genetic al-
leles conferring fitness benefit will increase in frequency in the popula-
tion. In small populations, genetic drift (random changes in allele
frequencies) can play a substantial role in determining the representa-
tion of particular alleles, especially for alleles with minor fitness effects.
Finally, migration to a new locale can stimulate adaptation to the new
environment, and may bring about population bottlenecks that can
allow random fixation of genetic alleles.

Where mutation-centric SMT falls short in explaining oncogenesis,
roles for other evolutionary forces may be able to fill in the gaps. Just
as at the organismal level, if a genetic mutation confers a phenotypic
change on a somatic cell that is beneficial to its persistence within a

particular microenvironment, that cell will be more likely to survive
and contribute to the somatic gene pool of the tissue, and vice versa. Se-
lection, drift, and migration will thus play important roles in determin-
ing whether or not a particular somatic cell variant will continue to
contribute to the tissue, or instead be eliminated.

Evolutionary theory expands on classical SMT with its consideration
of the context in which an oncogenic mutation occurs. As such, an iden-
tical oncogenic event may be favored in one microenvironment, while
being disadvantageous in another, as is also the case at the organismal
level [31]. As a primary risk factor of cancer, aging as a process brings
with it many microenvironmental changes including deregulated
nutrient sensing, impaired intracellular signaling, increased cellular se-
nescence, and stem cell exhaustion [32]. The age-altered microenviron-
ment will exert different selective forces on the cells it contains. Where
an oncogenic mutation in a youthful microenvironment might signal
too robustly and push a cell into apoptosis or cause loss of self-renewal,
in an aged environment costs may be outweighed by adaptive benefits
to favor survival and expansion. Understanding the context-depen-
dence of mutation effects provides a rationale for how oncogenic muta-
tions could at times be detrimental to a cell while at other times be
beneficial.

1.5. The forces of evolution sculpt tumor heterogeneity

The idea of somatic evolution in cancer is not new; as a process, it is
already well described within the context of mature tumors [3,33-36].
Within tumors, cellular adaptation to different microenvironments
gives rise to phenotypically diverse cells across the tumor mass. These
cells are evolving around a number of different selective pressures in-
cluding hypoxia, inadequate perfusion, and even physical space [37].
Just as tumor microenvironmental differences may control the popula-
tion dynamics of tumor cells, so too could the state of the tissue micro-
environment dictate the fate of mutation-bearing cells during early
oncogenesis.

Tumor microenvironments are pockets where different evolutionary
forces such as selection, drift and migration are at work. The particular
clones that migrate into and out of a microenvironment, random genet-
ic drift, and selection for or against particular phenotypes are crucial in
determining the eventual clonal composition within each microenvi-
ronment. After a particular clone has expanded in a given tumor micro-
environment, it becomes easier to observe that clone's population
dynamics and subsequently the evolutionary forces at play.

1.6. Evolved tumor suppression

Just as maladaptive traits in evolution will be missing from the fossil
record, as cancer biologists, we are largely left to study the successes of
somatic evolution - clinically detectable tumors. When cell numbers are
small within a tissue or within a given tumor microenvironment, mak-
ing them difficult to observe, it is challenging to understand the role that
evolutionary forces play in favoring or eliminating cells. Because initial
cell numbers are low following a mutational event, observation of evo-
lutionary forces in early oncogenesis provides a significant technical
challenge, often causing these forces to be ignored in early oncogenesis.

With low rates of cancer in youth, it is clear that natural selection has
done a good job at limiting cancer incidence in animals during times of
likely reproductive success. Given the sheer number of cell divisions re-
quired to build large animal bodies, such as those of mammals, evasion
of mutations as an evolutionary strategy appears to have been imprac-
tical, and we argue that evolution has limited early oncogenesis through
controlling the microenvironment. Taking a cue from evolution, strate-
gies to manipulate tissue microenvironments could provide a therapeu-
tically relevant approach to not only eliminate cancer, but also to
prevent it. With a better understanding of the impact that evolutionary
forces have on changing tissue microenvironments, not only will the
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process of oncogenesis become clearer, but so too will our entire under-
standing of cancer biology.

2. Mutations and cancer
2.1. Somatic mutation theory of cancer

Perhaps the most widely accepted theory as to how functional so-
matic cells become oncogenic is the SMT of cancer [5,6]. A great deal
of work has shaped SMT. With time this theory matured into the idea
that the consecutive occurrence of randomly occurring rare somatic
mutations yields some low but significant probability that a functional
gene would be altered in some way that would provide a fitness advan-
tage to the affected cell, such as by increasing cell cycling or survival,
leading to progressive cancer development.

Being elegantly simplistic, the idea that random rare somatic muta-
tions occurring over an organism's lifetime could transform a cell and
cause cancer, has been widely accepted for over half a century [6,16,
38]. By slowly accumulating somatic mutations at a static rate, the prob-
ability that a susceptible cell could accumulate the multiple mutations
required to generate a cancer would increase exponentially, seemingly
providing a good fit to the observed cancer incidence rates for many
human cancers [2].

SMT has become so widely accepted in cancer biology that there
have been a number of attempts to attribute tissue-specific cancer risk
solely to cell division rates [14,39]. In this and other models, aging sim-
ply reflects the time required for mutation accumulation. Accordingly,
the impact of aging on tissue structure/function, stem cell activity, im-
mune function, hormone levels, etc., are therefore not viewed as critical
for understanding the carcinogenic process. However, the idea that mu-
tation incidence and thereby cell division rates are the sole governors of
oncogenesis demands that a number of implausible predictions be true.

2.2. Complications with somatic mutation theory

While SMT appears to provide a straightforward mechanism of on-
cogenesis, there are a number of discrepancies between predictions
made by this model and empirical observations of biology. Given that
mutations largely originate from internal sources of DNA damage,
such as replication errors, cell division rates play a major role in muta-
tion incidence [40]. Were SMT sufficient to predict oncogenesis purely
through the incidence of mutations, it would be expected that the
more rapidly cells cycle, the greater the risk and incidence of cancer
would be. On the surface, this idea appears plausible. For instance,
human colorectal cancers are more frequent than osteosarcomas, in ac-
cordance with the more frequent division of stem cells in the colorectal
tissue compared to the bone and muscle [ 14]. While this appears consis-
tent with the theory, ontogeny presents a problem. During the develop-
ment of an organism, stem cells are responsible for an immense number
of cell divisions, as a full organism must be built from a single fertilized
egg. This substantial amount of replication will result in a corresponding
accumulation of mutations. Yet, most human cancers show low inci-
dence rates up to and through much of adulthood, with exponential in-
creases late in life. The substantial accumulation of mutations early in
life creates a quandary: why are most cancers relegated to late in life?

A highly influential study by Welch et al. [41] has been heavily
employed in support of SMT, as the authors show that mutations accu-
mulate in early hematopoietic progenitor cells (HPC) with late-life ki-
netics that mirror the pattern of leukemia risk. Thus, the late-life
incidence of many leukemias could apparently be rate-limited by
mutation accumulation. However, we would argue that this analysis
of mutations in HPC is insufficient to derive the pattern of mutation ac-
cumulation across human lifetimes. First, the study is underpowered,
given that HPC from only seven individuals across 80 years are studied,
with three HPC sequenced per person (given the expense, analyses of
only a few subjects is understandable). High inter-individual and

intra-individual variability in mutation number per HPC is clearly evi-
dent from the analyses of AML genomes presented in the same paper
- AML mutation burden is proposed by the authors to serve as a proxy
for mutation accumulation in the HPC from which it originated. Indeed,
the pattern for mutation accumulation in AML genomes is very different
from the one presented for normal HPC, with about half of mutations ac-
cumulating by human maturity (~18 years of age) [42,43]. Moreover,
data from both mice [44] and humans [45] demonstrate that human
HPCs (and also probably HSCs) divide very rapidly during ontogeny
and early postnatal growth, and then slow to about one division per
year for most of adult life. This pattern of cell division is more consistent
with other measurements of mutation and epimutation accumulation
in hematopoietic cells in mice and humans [42,46,47], which show sub-
stantial early life accumulation of mutations. For mutations to primarily
accumulate starting in the 4th decade of life, as suggested by Welch et
al., one would need to assume substantially higher (10 to 100-fold)
higher mutation rates per cell division late in life. Finally, the authors
used a filter to remove mutations in HPC that were present in more
than 5% of sequenced total blood, which could have removed mutations
that occurred early in life that reached higher allele frequency by drift.
While this work is often used in support of the deterministic role that
mutation rate plays in cancer incidence, it is incomplete, and warrants
further exploration.

A recent study by Blokzijl et al. provides critical new insight into the
numbers of mutations that accumulate in human stem cells [39]. How-
ever, this study is similarly underpowered in its attempts to determine
mutation accumulation kinetics with age, due to significant gaps in the
age range and number of subjects analyzed (again, understandable
given costs). While a regression line was drawn to represent a linear ac-
cumulation of mutations with age, such a linear relationship cannot be
derived from current data. Together with the study by Welch et al.
[41], this study emphasizes the great need for more data quantifying
mutation accumulation in individual stem and progenitor cells in
humans. Interestingly, while Blokzijl et al. demonstrated that individual
stem cells from human liver, small intestine and large intestine each ac-
cumulated about 2500 mutations in a lifetime, cancer incidence is 5-30
times higher for the large intestine than the other two tissues. While
other factors need to be considered, this result is not consistent with
cancer incidence being limited by the lifetime accumulation of muta-
tions. Though data for mice are limited, murine stem cells in the large
and small intestines accumulate roughly 250 and 600 mutations in a
lifetime [48]. We can thus estimate that each human intestinal stem
cell accumulates 5-10-fold more mutations than in a mouse, likely
due to their longer lifespans. Given that humans have about 1000-fold
more cells than a mouse, assuming that this ratio holds for intestines,
the cumulative lifetime mutation load for human intestines is roughly
5000 to 10,000-fold greater than for mouse intestines. In all, it is difficult
to explain differences in cancer risk between different tissues and be-
tween different species if cancer is assumed to be limited by mutation
accumulation.

SMT essentially sets up Peto's Paradox, in that larger size and longer
lifespans should lead to many more mutations accumulating in a life-
time, and yet cancer risk does not scale with either body size or lifespan
[13,24]. Per the logic of SMT, the greater the number of cells generated,
the greater the probability that any one cell would acquire an oncogenic
mutation. Yet larger, longer-lived organisms like whales do not suffer a
correspondingly higher cancer rate than do much smaller, short-lived
ones like mice. Clearly, evolution has selected for mechanisms that
limit cancer despite large sizes and/or long lives. A common suggestion
is that larger organisms may simply have evolved novel tumor suppres-
sor mechanisms that can compensate for the increased numbers of mu-
tations [49]. Often cited in support of this idea is the low cancer
incidence rate in naked mole rats. This low cancer incidence is proposed
to be, at least in part, mediated by the anti-transformation effects of
high-molecular-mass hyaluronan [50,51]. Similarly, elephants have
been shown to possess around 20 copies of the tumor suppressor

(2017), http://dx.doi.org/10.1016/j.bbcan.2017.01.005

Please cite this article as: L.A. Liggett, ]. DeGregori, Changing mutational and adaptive landscapes and the genesis of cancer, Biochim. Biophys. Acta



http://dx.doi.org/10.1016/j.bbcan.2017.01.005

gene p53, providing a potential explanation for Peto's paradox in this
family [52]. However, analyses of tumor suppressor gene copy numbers
across 36 mammalian species revealed that the elephants were the only
species to clearly exhibit p53 copy number expansions, and that in-
creased tumor suppressor gene ploidy does not correlate with body
size in general. In all, acquisition of extra tumor suppressor genes does
not appear to be a general mechanism of cancer suppression in large
vertebrates. Finally, the evolution of large multicellular organisms has
not come hand-in-hand with reductions in mutation rates - in fact, mu-
tation rates actually appear higher in larger animals relative to simpler
animals or to our unicellular relatives [53].

Analogous to the SMT for aging associated cancer risk, carcinogens
are believed to increase cancer incidence through an increased muta-
tion rate. Smoking substantially increases the risk of more than a
dozen cancers, and indeed cigarette smoke possesses known mutagens
[54]. While increasing mutation frequency should contribute to cancer
risk, there are disconnects that suggest a more complicated relationship.
First, while lung adenocarcinomas associated with smoking exhibit
about 4.5 times more mutations than those from nonsmokers, the risk
of developing these cancers is more than 20 times higher in smokers.
More interestingly, analyses of mutations in the same cancer types
from smokers and nonsmokers reveals that for most sites there is no
greater burden of mutations in the cancers from smokers relative to
nonsmokers (Fig. 1). For example, lung squamous cell carcinomas
(SCC) do not show higher mutation burden than lung SCC in non-
smokers. And yet the risk of lung SCC is more than 100-fold greater in
smokers. For all cancers combined, smoking is only associated with a
1.15 fold increase in mutations relative to these cancers from non-
smokers. While the authors still conclude that smoking causes cancers
by increasing mutation burden, the data presented do not support this
conclusion. Other factors are clearly at play — smoking does more to tis-
sues than just inducing mutations.

2.3. Mutation incidence and somatic genetic diversity

Mutations, as with other heritable changes, play an important role in
tumorigenesis, as they generate phenotypic diversity within somatic
cell populations upon which selection can act. Of course, mutations
are a primary mechanism of converting proto-oncogenes into
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functioning oncogenes, and disabling or diminishing the functionality
of tumor suppressor genes. Epigenetic modifications can also provide
phenotypic diversity for selection, and contribute to cancer phenotypes.
It is important to consider that human tissues possess a large amount of
epigenetic and genetic diversity, which can inform our understanding of
early oncogenesis. Evolutionary forces, such as selection, drift and mi-
gration can help reconcile the discrepancy between the kinetics of mu-
tation occurrence, cumulative load of mutations, and cancer incidence.

Past studies have used DNA sequencing to understand the numbers
of single nucleotide variants (SNVs) that are present in different human
tissues [39,41,55]. However, sequencing or detection technologies are
often inadequate to accurately understand total tissue mutation loads
across human lifespan. In particular, the failure to detect mutations
present in only a fraction of somatic cells cannot be parlayed into con-
clusions about their absence. One approach to understand mutation
loads has been to look at small pieces of tissue in order to increase de-
tection resolution. One group found that in just 1 cm? of healthy skin bi-
opsies, thousands of mutations can be found, with up to 50 being within
known oncogenes [29]. Still, it is important to consider that the detec-
tion of mutations in normal tissues is complicated by the limit of detec-
tion for allelic variants — only variants that reach some frequency
threshold, such as following clonal expansion, will be observed. Howev-
er, in the absence of technological advances, human mutation loads can
be estimated using mathematics in order to reveal how much genetic
diversity is present at a given time. Given our good understanding of
stem cell numbers and dynamics in this tissue, the hematopoietic sys-
tem can be used to estimate mutation loads in stem and progenitor
cells that have the capability to form a cancer.

While cell cycling, and therefore mutation incidence, will be signifi-
cantly higher during development [44], for the sake of simplification,
adult numbers will be used to estimate mutation loads from maturity
to old age, which should represent about half of total mutations accu-
mulated in a lifetime [46]. In human adults, mutation rates in hemato-
poietic cells during replication are approximately 1.3 x 1078
mutations per base for stem cell divisions [30], though this number
may be as high as 2-4 x 10~ 7 [56]. Using AML to trace back mutations
to a single clone predicts a similar mutation rate of about 5 x 10~° mu-
tations per base pair [41]. A low estimate for adult hematopoietic stem
cell (HSC) division rates is approximately 1.3 times per year [57,58],
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Fig. 1. Increase in cancer risk does not correlate with mutation accumulation rate. The graph shows the increased risk of certain cancers (white bars) and the increased mutation load
within those cancers (black bars), comparing cancers in smokers to those in nonsmokers. Data are graphed from Alexandrov et al. [138]. The fold increase in mutations for SCLC is
based on only three cancers from nonsmokers, and thus firm conclusions for this cancer will require larger sample size. Abbreviations: Esoph. (esophageal); SCLC (small cell lung
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though this will at times be higher, especially during development. Fi-
nally, total numbers of HSCs in the hematopoietic system have been es-
timated at 11,000 [59] and could be as high as 300,000 [60], a number
that appears to increase with age [61]. To account for the increased
cell division rates of ontogeny, the total mutation count will be doubled.
Using the lowest estimates from the above numbers, a conservative mu-
tation incidence within hematopoietic stem cells can be derived for an
average human lifespan.

1.3 div/year « 80 years * 1.3 x 10~ muts/bp = 6 x 10 [9] bp/genome
(diploid genome) = 11,000 stem cells = 2 (account for ontogeny) =~
180,000,000 muts

18,000,000,000 muts/(3 x 10 [9] bp/haploid genome) * 100 ~ 6% of
human genome.

This result suggests that in an 80 year human lifespan, 6% of the
bases in the haploid genome will have been mutated in at least one
HSC at some point in time. Using the larger estimated HSC population
size (300,000), over 80% of the diploid genome will be mutated at
least once over the course of an 80 year human lifespan.

1.3 div/year = 80 years = 1.3 x 10~ muts/bp = 6 x 10 [9] bp/ge-
nome * 300,000 cells = 2 (account for ontogeny) ~ 5000,000,000 muts

5000,000,000 muts/(3 x 10 [9] bp/haploid genome) = 100 ~ 160% of
human genome.

While this number is already quite high, it would be misleading to
exclude hematopoietic progenitor cells from this estimate, as they too
may be susceptible to malignant transformation. There are about
7.53 x 10'! nucleated cells in the bone marrow [62], of which about
0.02% are common lymphoid progenitors (CLPs) and about 0.02% are
common myeloid progenitors (CMPs) [63].

7.53 « 10'! nucleated BM cells » (0.0002 = 2 populations) ~
300,000,000 CLPs and CMPs

This means that just between the progenitor populations of CMPs
and CLPs there are about 300 x 10° cells at any given time. With a hema-
topoietic progenitor division rate around 2 divisions per day [61,64], the
time until every base across the human genome will be mutated some-
where within just the progenitor pool of CLPs and CMPs is a diminutive
15h.

(1div/12 h * 1.3 x 10~8 muts/bp = 6 x 10 [9] bp/diploid genome =
300,000,000 cells * 100 = X hours/3 x 10 [9] bp/haploid genome =
100% of human genome

X~15h

This number is still likely a substantial underestimation of suscepti-
ble cell mutation loads, since cells as differentiated as immature thymo-
cytes are capable of cancer formation, of which there are another
5 x 10 cells just in that cell pool [65,66].

If every base in the human genome is mutated at least once every
1.5 h, over an 80 year lifespan, the entire genome will be mutated
some 120,000 times in hematopoietic cells that may be capable of
tumor formation. Of course, leukemogenesis may in some cases require
initiation in an HSC, in which case the frequency of oncogenic mutations
in this compartment becomes lower. Regardless, the question remains
as to how a gene pool with this much genetic diversity is capable of
largely avoiding oncogenic clonal expansions for the first four decades
of human life [67].

3. The role of evolution in oncogenesis
3.1. Evolutionary forces

Cell number, cell division rate and mutation incidence will certainly
play a role in providing the necessary heritable changes for tumorigen-
esis. However, given that oncogenic mutations are essentially
ubiquitous in human tissues, these factors cannot alone explain the
age-dependent pattern of oncogenesis. Considering the impact of evolu-
tionary forces such as selection and drift on the genetic composition of a
stem and progenitor cell pool may contribute to a more complete un-
derstanding of early oncogenesis [68-71].

Natural selection is the process of differential survival and reproduc-
tive success among organisms based on their relative fitness, and it typ-
ically leads to the overrepresentation of individuals in a population that
are better adapted to their environment. Maladaptive traits are elimi-
nated. For a population that is well adapted to its environment, selection
will primarily act to maintain the status quo, via stabilizing selection, as
most phenotypic changes will reduce adaptation when little room for
improvement is left. The history of life on Earth shows periods of
long-term stasis for many species (sometimes for millions of years),
punctuated by periods of rapid speciation that coincide with major en-
vironmental changes [72]. Environmental change is therefore viewed as
a major driver of evolutionary change. Similarly, at the cellular level in a
young, healthy tissue, cells should be well adapted the tissue microenvi-
ronment (on a local peak of a fitness landscape, Fig. 2A). With age or
upon exposure to environmental toxins or carcinogens, environmental
pressures will change. These changes will select for different cellular
phenotypes adaptive to the new microenvironments (Fig. 2B). While a
stem cell will be well adapted to survive in the presence of the evolved
levels of survival and stemness signals in a youthful microenvironment,
if these signals are altered, selection may now act to select for mutant
clones that restore or overcome the emerging limitations.

Drift is another important evolutionary force that reflects the impact
of chance on allele frequency distributions in populations. In sufficiently
large populations, the allele frequency of a given mutation is not likely
to be altered without a change in fitness [69]. Yet when population
numbers are reduced, random changes in allele frequencies can play a
significant role in fixation within a population. For example, if an envi-
ronment contains only 5 stem cells, and one of them disappears from
the pool, this may change the frequency of particular alleles by 20%.
Compared with a stem cell pool containing 10,000 cells, the loss of
any single cell would only cause at most 0.01% allele frequency change.
The changing impact of drift during human aging is important to consid-
er, as stem cell population sizes can vary considerably over an 80 year
lifespan, the most profound difference being between the fetal and
early postnatal period and adults.

While both drift and selection affect the organisms or cells already
contained within an environment, migration describes the movement
of individuals into or out of environments. Some stem cells might ran-
domly migrate from their niches and later end up in a new niche, thus
changing the diversity of somatic variants in certain parts of the tissue.
This can be an important consideration for some tissues and a negligible
factor for others. For example, intestinal crypts contain isolated pockets
of stem cells that compete for niche space within each crypt separately,
thus representing effectively many small populations where drift has
been shown to be a major determinant of stem cell clonal dynamics
[73-75]. The hematopoietic and mesenchymal stem cell systems, on
the other hand, allow for the migration of stem cells through blood-
stream to other bones or parts of the same bone. These stem cells com-
pete for niche space globally as one large population. Thus, unlike
intestinal stem cells, migrating stem cells compete with thousands of
their peers.

Bacterial evolution of antibiotic resistance provides an illustrative
example for how these forces can impact allele frequencies within a
population. Mutations causing antibiotic resistance will arise spontane-
ously within bacterial populations [76]. If an antibiotic is present within
the environment, such mutant bacteria will have survival advantage
over their peers by escaping the toxic effects of the antibiotic [77,78].
Developing antibiotic resistance is however not without cost. Bacteria
often use membrane pumps, or enzymes to deal with antibiotics. Both
of these methods expend substantial amounts of ATP, and therefore im-
pose an energetic cost of managing antibiotics [79,80]. In the absence of
antibiotic, this added energetic cost might be maladaptive, reducing fit-
ness relative to peers without antibiotic resistance [81]. Thus, it is only
when antibiotic is present that resistance mutations become beneficial
to a cell, emphasizing the critical role of environment as a determinant
of the fitness effects of genetic alleles. Drift and migration can also play
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A. Youthful Microenvironment

B. Aged Microenvironment

Fig. 2. Changing landscapes in oncogenesis. A) In a young and healthy stem cell niche, stem and progenitor cells are well adapted to their environments. On a fitness landscape, this state
can be conceptualized as a local fitness peak (short peak). The x-y plane reflects all possible genotypes, and thus different cellular phenotypes change. Phenotypic change results in
movement on the fitness landscape. When near the apex of a fitness peak, mutations that result in a phenotypic change will likely be disadvantageous, resulting in downbhill
movement on the landscape. Because this mutant cell is now less adapted to its environment than its peers, it will likely be eliminated from the gene pool by competition from cellular
peers. This elimination will make it improbable for the cell clone to acquire a subsequent oncogenic mutation. Because youthful environments experience strong purifying selection,
most phenotypic changes will be detrimental to a cell's survival. B) In an aged individual, stem and progenitor cells are less adapted to their age-altered tissue microenvironment, thus
lowering the overall fitness peak of the pool. With this lowered fitness peak purifying selection is relaxed, allowing for the survival of different stem cell phenotypes. This altered
fitness landscape increases the probability that a stem cell can achieve a higher position (greater fitness) on the landscape through a single mutational step. Subsequent oncogenic
mutations may then allow the original cell clone to ‘climb’ to higher fitness positions, in some cases generating more aggressive cancerous phenotypes.

an important role in this system as they can introduce new alleles or
spontaneously remove alleles from the pool.

Extending these evolutionary principles to early oncogenesis allows
an appreciation of the importance of microenvironmental changes me-
diated by age-related tissue decline, smoking-caused tissue damage,
and other insults in carcinogenesis. Tissue changes should be a key
link between cancer and its causes.

3.2. Aging-related functional decline of the microenvironment

One of the primary risk factors for cancer in humans and other or-
ganisms is age. If the evolutionary forces of mutation, selection, drift
and migration are important in shaping cellular gene pools, then it be-
comes important to understand how these forces change as an organ-
ism ages. We should expect that the many aging-associated changes,
such as deregulated nutrient sensing, impaired intracellular signaling,
increased cellular senescence, increased inflammation, and stem cell ex-
haustion [32] should contribute to altered evolutionary pressures in the
soma as an organism ages. In a youthful background where stem cells
are ideally adapted to their environments, an oncogenic mutation is
likely to decrease somatic cell fitness, such as by favoring apoptosis, se-
nescence, or differentiation. In an aged background, particular oncogen-
ic mutations may be beneficial by compensating for some signaling or
functional deficiency either in the cell or in its environment (as illustrat-
ed in Fig. 2). In order to fully understand the process of early oncogene-
sis, many sources of change must be considered including cell extrinsic
microenvironmental functional decline, cell intrinsic functional decline,
stem cell population changes, and changes in competition between
stem cells.

It is important to understand why physiological aging occurs in
humans with age in the first place. For all animals, the strength of natu-
ral selection for the maintenance of tissue fitness (the soma) wanes as
the odds of reproduction decline, most often due to reduced probability
of survival [82,83]. For humans, the chances of reproduction for the vast
majority of our evolutionary history rapidly declined in older ages (cer-
tainly past age 40, given low rates of survival past this age [84]). Thus,
further investment in tissue maintenance past years of likely reproduc-
tion would doubtfully pay off in terms of reproductive success (the true
measure of fitness) [85]. Thus, evolutionary investment in tissue main-
tenance has been tuned to maximize reproductive success. With the
benefits of modern living, however, human lifespan now extends well
past historical reproductive years. Given limited investment in long-
term somatic maintenance, aging-related pathologies begin to set in,
such as aging-associated inflammation (inflammaging) [86], senescent
cell accumulation [87], and dysregulated niche function [88]. As these
problems mostly manifest in post-reproductive years, their cost to the

fitness value of individual genetic alleles in the population are minimal.
These aging-related challenges should be important factors in early on-
cogenesis, as they must alter the selective pressures to which stem cells
are subjected.

The effects of evolved programs for somatic maintenance will clearly
impact oncogenesis. First, we argue that natural selection has favored
the co-evolution of stem cells and their tissue niches such that the
stem cells are well-adapted to the tissue, at least through the youthful
periods of probable reproductive success. As such, stabilizing selection
in well-adapted stem cell populations should favor the status quo, elim-
inating cells with phenotype-altering mutations (even when potentially
oncogenic). Thus, tumor suppression during youth, which is important
for reproductive success, can at least in part result from the lack of selec-
tive pressure for somatic cell improvement (Fig. 2A). Since we argue
that stabilizing selection is an inherent effect of preventing somatic tis-
sue decline, the evolution of any new tumor suppressive innovations
was not required for this mechanism. However, the state of our tissues
declines as we age (or through exposures such as to tobacco smoke).
If stem cells acquire an oncogenic mutation that compensates for any
age-related apoptotic or differentiative bias, they may be more likely
to outcompete their peers and survive (Fig. 2B), just as antibiotic-resis-
tant bacteria would outcompete their peers in the presence of antibiotic.

Evidence for the role of an aged environment in oncogenesis dates
back many years. In multiple studies, when tumor cells are introduced
into young healthy environments, they fail to engraft, yet when put
into an aged background can do so robustly [89-93]. This phenomenon
has been correlated with specific age-related microenvironmental
changes [94]. Another prominent example of the context-dependence
of malignant cell transformation can be observed with Rous Sarcoma
Virus (RSV) exposure. While in-vitro RSV transduction of chicken cells
results in oncogenic transformation [95], in-vivo injection only results
in tumor formation at injury-induced inflammatory sites [92].

Like injury-induced inflammation, aging-associated chronic inflam-
mation may be acting similarly to promote oncogenesis. This aging-as-
sociated chronic inflammation might be promoting oncogenesis by
providing an environment that is permissive to the expansion of
oncogenically initiated cells. In allowing for the expansion of oncogenic
cells, chronic inflammation can promote the survival and expansion of
the phenotypes that are involved in tumor [75,96,97].

3.3. Stem cell functional decline

The functions of stem and progenitor cells decline in old age, medi-
ated both by microenvironmental and cell-intrinsic changes [98]. In
the hematopoietic system, old HSCs are less competitive than young
cells, and they have a reduced ability to repopulate a host [99-105].
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What is true for HSCs is also true in other tissues such as intestinal stem
cells, which are more susceptible to differentiate or apoptose under
stress, and possess a reduced regenerative potential [106]. It is often
however, unclear whether the stem cell or the niche is the source of
the functional decline both in the hematopoietic system and in other tis-
sues [105], and there is clear evidence for cell autonomous and non-au-
tonomous contributions to stem cell aging [98].

Alterations in tissue microenvironments and reductions in stem cell
pool fitness can promote oncogenic adaptation. Fig. 3 shows a simplistic
representation of Fisher's Geometric Model [107], demonstrating how
adaptation to a new environment involves selection for new trait values,
with adaptive trait changes become smaller and rarer as the population
approaches the phenotypic optimum. Within the hematopoietic sys-
tem, the expression of particular oncogenes (such as activated NRAS)
can restore multiple parameters of B-progenitor fitness that become im-
paired in old age, leading to the expansion of NRAS expressing progen-
itors in old, but not young, murine bone marrow environments.
Importantly, B-progenitor fitness reductions and increased selection
for oncogene-bearing clones has been shown to be mediated by the
heightened inflammatory environment in aged mice [97]. In order to
fully understand early oncogenesis, the mechanisms behind the varied
effects of the same oncogenic mutations must be better understood.
Age-related tissue decline can help explain some of these varying be-
haviors of the same oncogenic changes.

3.4. Aging-associated clonality

Given that environmental factors such as functional decline, cyto-
kine signaling, and inflammation can influence the relative selective ad-
vantage or disadvantage of a particular oncogenic mutation, it is not
surprising that stem cell numbers and clonality change dramatically
with age, with important implications for oncogenesis. With age,
while hematopoietic cell numbers increase [61,103,108], the genetic

Trait Y

Optimum

Trait X

Fig. 3. phenotype adaptation to a microenvironment. Fisher's geometric model can be
used to visualize how a cell's phenotypic changes will impact its fitness. In this
simplified version of Fisher's Geometric Model [139], involving only two traits, an
environmental change has resulted in maladaptation - phenotype B is no longer optimal
for either trait (X and Y axes). Mutations will lead to random changes in phenotypes
(including for X and Y), and mutations that fall outside the circle will be maladaptive,
and mutations leading to phenotypes within the circle will be adaptive. An adaptive
walk towards the new phenotypic optimum will involve positive selection for mutations
that improve fitness, and theory and experimental studies indicate that earlier
mutations will typically exhibit greater effects on phenotype [140,141]. Importantly, the
closer a population is to the phenotypic optimum (Optimum), the less likely phenotypic
change is to be adaptive, with selection for progressively smaller phenotypic changes
selected. Most phenotypic change will now cause movement away from the optimum.
Figure adapted from Orr et al. [140].

diversity drops as the system trends towards clonality [109-111]. This
increased clonality with age in itself is associated with an increased
risk of cancer [112,113]. Multiple recent studies have demonstrated
that clonality within the hematopoietic system increases dramatically
in old age, being rarely present before 40 years of age but detectable
in up to 15% of people in later decades. The occurrence of clonal expan-
sions is informative about the health of the system, as these clonal ex-
pansions typically contain oncogenic mutations and are correlated
with the risk of multiple other diseases, including leukemias [114-
116]. Of note, these clones typically only contain a single oncogenic mu-
tation indicating that multiple lesions are not necessary for expansion.
We can entertain three possible explanations: 1) mutations are largely
restricted to ages past 40, 2) expansions start early, but given very
minor fitness advantage of the mutations, take decades to reach detect-
able abundance, and 3) the fitness values of particular mutations are
very different in young and old individuals. As over half of mutations ac-
cumulate in the hematopoietic system by the time we are 18-20,
paralleling the much more rapid HSC division rates during ontogeny
(as described in Section 2.3), the first explanation is unlikely. While
the second explanation cannot be ruled out for all mutations, there is di-
rect evidence that oncogenes can substantially impact the competitive
expansion of old hematopoietic progenitors, while not providing any
fitness advantage to young progenitors [97], supporting the third expla-
nation. If aging is understood as a process that changes the selective
pressures within the hematopoietic system, then with age, particular
oncogenic mutations that are maladaptive in early hematopoietic pro-
genitors in youth can become adaptive in progenitors in the aged
bone marrow microenvironment, promoting the clonal expansion of
HSC and progenitors that experience these mutations.

3.5. Competition

Direct cell-to-cell competition is another important evolutionary
mechanism of eliminating alleles from a gene pool based on their com-
petitive fitness. The evolution of multicellularity did not involve the sur-
rendering of individual cell fitness, and instead the cell competition
among stem cells can maintain pool fitness just as such competition
can maintain the high fitness of yeast or bacteria populations. Compet-
itive fitness can be as simple as a faster cycling rate, or more complicat-
ed like induction of apoptosis in neighboring cells [117] or changes
in self-renewal odds [118]. One of the earliest examples of direct cell-
to-cell competition came from Drosophila experiments showing that
elimination of a single copy of the ribosomal gene Minute creates a
‘loser’ phenotype in cells [119,120]. If surrounded by other cells that
lack a copy of Minute, cells are able survive. If, however, Minute cells
are surrounded by wild-type (WT) cells, they are eliminated from
the cell pool. The WT cells are able to outcompete Minute cells for
Decapentaplegic (Dpp) binding (Bone Morphogenetic Protein
ortholog), resulting in the apoptosis of Minute cells only when WT
cells are present to compete for the ligand [121]. Given that Minute
cells are less functional (reduced protein synthesis ability), cell compe-
tition is an important mechanism for maintaining tissue stem cell pool
fitness.

But what about oncogenic mutations? It further appears that rather
than just the binary presence or absence of an oncogenic mutation, al-
lele frequency of the mutation within a pool of cells is the important de-
terminant clonal expansion [65]. A good example of this can be seen in
the Drosophila tumor suppressor genes Lethal Giant Larvae (Igl) and
scribble (scrib). These genes play important roles in cell division and
cell polarity [122], and when constitutively overexpressed promote dif-
fuse tumor formation. Yet it WT cells are present, tumor formation is
suppressed [123,124], and Igl and scrib mutant cells undergo JNK-driven
apoptosis [125]. This outcompetition by WT cells is however dependent
on the density of mutant cells. If there are sufficient numbers of mutant
cells that they can form pockets or niches without any WT cells, the WT
cells are incapable of inducing apoptosis in all of the mutants [126].
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The ability of WT cells to eliminate oncogenically initiated clones ex-
tends to mammalian systems, such as in the large intestine. When epi-
thelial cells acquire certain oncogenic mutations, they are physically
extruded from the epithelial layer into the intestinal lumen, thereby
eliminating cells with oncogenic potential [ 127]. However, this only oc-
curs when WT cells surround the oncogenic cell. The ability for onco-
genic cells to initially have such high numbers will be quite rare, given
the occurrence of such mutations in individual cells. However, if aging
environments are more permissive to oncogenic expansions, this con-
text may allow oncogenic cells to more easily create isolated and contig-
uous clones, and thereby increase cancer risk. Similarly, drift-driven
expansions of oncogenically-initiated clones within small stem cell
pools, such as crypts of the large intestine, could facilitate interclonal
protection from WT cell mediated elimination.

3.6. Insult related changes in microenvironment

Though aging is a significant risk factor for tumorigenesis, external
insults and carcinogens are major contributors to cancer risk. While
many carcinogens can directly induce mutation accumulation, the mi-
croenvironmental changes induced by carcinogens are often ignored.
For instance, while radiation can increase mutation incidence, it can
also alter the selective pressures within stem cell pools. As such, a pre-
viously irradiated hematopoietic system can promote the survival and
expansion of HSC carrying the same mutation that is disadvantageous
in a non-irradiated background [128]. Similarly, while loss of p53 is
not advantageous under steady-state conditions, acute irradiation of
mice leads to potent selection for p53 loss within HSC pools [129,130].
Notably, selection for p53 mutation during chemotherapy has been
shown to be relevant for the development of therapy-related acute my-
eloid leukemia [131].

The effects of changing selection are evident in the lungs of smokers.
As described in Section 2.2, smoking associated cancers do not show
increases in mutation load relative to the same cancers in nonsmokers
that sufficiently explain increased cancer risk. These observations
suggest, as others have argued [132], that while altered mutation
rates are certainly playing a role in lung cancer, they cannot fully explain
the large increase in lung cancer risk in smokers (20-100 fold). Instead,
the damaging effects of chronic smoking may be altering the selective
pressures that would otherwise inhibit clonal expansions of
oncogenically-initiated cells. Basically, smoking results in alterations in
tissue landscapes that increase selection for mutations that are adaptive
to these abnormal conditions. If we can obtain a better understanding of
how insults alter tissue microenvironments, we can begin to tease out
why some mutations can be both detrimental and beneficial to a cell
depending on context.

4. Using evolution to inform cancer therapies

With a better understanding for how evolutionary forces such as se-
lection, competition, and drift influence tumorigenesis, characterizing
tissue microenvironments could be leveraged to improve cancer prog-
nosis and enhance treatments. For example, the degree of clonality in
a tissue has been shown to be informative of cancer risk, as well as the
risks of other diseases [114,115].

Current treatment strategies are aimed primarily at eliminating all
or the bulk of oncogenic clones. However, given that the fitness impact
of mutations is dependent on context, perhaps a more effective strategy
would be to manipulate the tissue microenvironment in order to alter
the selective landscapes in a way that they suppress oncogenic expan-
sion. This strategy could also include improvements to the fitness of
more benign tumor cells [133].

Just as with antibiotic resistant bacteria discussed earlier, evolved
chemotherapeutic resistance mechanisms are likely to carry an associ-
ated cost. As an example, when non-small cell lung cancers are treated
with tyrosine kinase inhibitors (TKIs) such as gefitinib or erlotinib to

inhibit EGFR signaling, they will inevitably develop secondary EGFR mu-
tations. Chronic TKI administration enhances the relative fitness of cells
bearing a secondary EGFR mutation, yet without any TKI these cells are
at arelative fitness disadvantage [ 134]. Can we exploit the cost of resis-
tance, such as by drug holidays or by targeting new dependencies en-
gendered by resistance? For example, if chemotherapeutic doses are
intelligently regulated to shape the evolution of cancers, survival rates
for tumor-bearing animals can be substantially extended, delaying or
preventing relapse with chemotherapy-resistant disease [135-137].
Moreover, if we could understand the microenvironmental contexts
that lead to selection for particular oncogenic mutations, we could ask
whether restoring particular tissue parameters to more normal (youth-
ful) levels can reverse the adaptiveness of these oncogenic phenotypes.
Can we direct the evolutionary trajectory of cancer by modulation of its
microenvironment?

5. Conclusion

A great deal of past research has focused on understanding and
treating cancers after they have formed sizable tumors. While these
studies have been informative and useful, there is still a relative defi-
ciency in our understanding of early oncogenesis. In part this is because
it can be tremendously challenging to observe the behavior of small
oncogenic clones in vivo. With advances in our ability to observe early
oncogenesis, we will be able to observe how the fates of
oncogenically-initiated cells change as organisms age or under different
contexts (including exposures and diet). While technological improve-
ments will allow for more accurate knowledge of human mutation
loads and oncogenic clonal dynamics in healthy tissue, evolutionary
theory can already inform and improve our understanding of early
tumorigenesis.

The integration of evolutionary theory into our understanding of
early oncogenesis will provide a more complete model of the process.
Evolutionary theory will facilitate the incorporation of important phys-
iological changes like aging-related declines in tissue functionality and
carcinogen induced tissue destruction into our understanding of carci-
nogenesis. Moreover, evolutionary theory can help explain how differ-
ences in tissue hierarchy and structure may be affecting lifetime
cancer risk. Not only will an understanding of how evolutionary forces
shape the early stages of cancer development be scientifically informa-
tive, but it may play an important role in future cancer prevention and
treatment strategies.
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